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Abstract—Named Entity Recognition (NER) is a core subtask of Information Extraction (IE), the main idea is to extract named entities from 
a given text and classify them into a set of named entity classes such as person names, locations and organizations, etc. It is an essential 
part in many applications, such as Machine Translation (MT) and Question Answering System (QA). Amazighe NER has gained 
considerable attention in the past few years, however, the peculiarities of Amazighe arise the challenges of this task. In this paper, a survey 
regarding the recent progress made in Amazighe NER research using different techniques is presented. 

Index Terms— Named Entity Recognition, Amazighe Language, Machine learning, SVM, rule-based approach, hybrid approach, Corpus.  
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1 Introduction                                                                     
dentifying and classifying entities of a given text into differ-
ent predefined classes, such as names of persons, organiza-
tions, locations, expression of times, quantities, monetary 

values, temporal expressions, percentages, etc., is a process 
called named entity recognition (NER) [1]. The term Named 
Entity was first introduced in the sixth Message Understand-
ing Conference (MUC-6), this term covers not only proper 
names but also includes temporal expressions, numerical ex-
pressions and other types of units depending on domain of 
interest.  
In MUC-6, Named entities (NEs) were classified into three 
types of category as follows [2]: 

- ENAMEX: person, organization, location 
- TIMEX: date, time 
- NUMEX: money, percentage, quantity 

NER also provides basic inputs for various NLP tasks, includ-
ing: 

- Information Extraction, 
- Questions Answering, 
- Automatic Summarization, 
- Machine Translation, 

A much of NER work has been done in English and some 
other foreign languages similar to Spanish, French, Chinese, 
Arabic, etc., with great precision but NER in Amazighe lan-
guage is at a primary stage. 
This article investigates the progress in Amazighe NER re-
search. To our best knowledge, Amazighe NER and categori-

zation have not yet been surveyed, which has motivated us to 
conduct this survey. 

The remaining sections of this survey are organized as fol-
lows: Section 2 provides background information about NER 
approaches, section 3 describes the specificities of the Moroc-
can Amazighe language, section 4 discusses the linguistic 
issues and challenges impeding the extraction of named enti-
ties in Amazighe language, section 5 reports the Amazighe 
linguistic resources that have been used for the Amazighe 
NER task, a state-of-the-art in Amazighe NER research is pre-
sented is section 6 and the survey is concluded in section 7. 

2 NER approaches 
NER systems have been developed using mainly three ap-
proaches: the rule-based approach, the machine-learning 
based approach and the hybrid approach. 

2.1 RULE-BASED APPROACH 
The rule-based approaches typically make use of two types of 
resources [3]: 

- Handcrafted rules set manually written by linguists.  
- A set of gazetteers including the lexical trigger words.  

The main advantage of the rule-based NER approaches is 
that they are able to detect complex entities due to the solid 
linguistic knowledge; however the main disadvantage is the 
non-ability of portability, these approaches give better results 
on restricted domains and in order to apply them on new 
ones, it requires new adapted grammatical knowledge and 
background of the particular domain. However, for low-
resourced languages, handcrafted rules remain the preferred 
technique. 

2.2 MACHINE-LEARNING APPROACH 
Much of the current researches in NER on the well-known 
language involve machine-learning based approaches. These 
approaches treat NER as a classification process and make use 
of a large amount of NE annotated training data [4].  

There are two types of machine learning models that are 
used for NER called Supervised (SL) and Unsupervised (UL) 
machine learning model. The main difference between these 
types is that the first one requires the availability of large an-
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notated data in the training stage while the second one does 
not need an annotated data beforehand; it relies on clustering 
similar documents or entities together. 

Several ML techniques have been widely used for the NER 
task of which hidden markov model [5], maximum entropy 
[6], conditional random field [7], Support Vector Machine [8] 
are most common. 

Unlike the rule-based approaches, Machine-learning based 
approaches can be easily applied to different domain or lan-
guages. However, creating large enough training sets for them 
remains a problem. 

2.3 HYBRID APPROACH 
The hybrid approach is the combination of rule-based and 
machine learning-based approaches, the main idea is to make 
use of the strongest points from each approach and optimize 
the overall performance [2]. 

3 Amazighe Language 
Amazighe Language belongs to the branch of the large Afro-
Asiatic (Hamito-Semitic) linguistic family [9-10]. It covers a 
boundless geographical zone: all of North Africa, the Sahara 
(Tuareg), and a part of the Egyptian oasis of Siwa. 

In Morocco, Amazighe language is one of the national and 
official languages besides the classical Arabic. According to 
the last census of 20141, it is spoken by close to 27% of the 
population. Moreover, three different dialect clusters have 
been differentiated: Tarifite (4.1%) in North (Rif), Tamazight 
(7.6%) in Central Morocco (the Mid-Atlas and a part of the 
High-Atlas) and South-East, and Tachelhite (15%) in the 
South-West and the High Atlas. 

4 Linguistic Issues and Challenges 
of Amazighe Language 

Amazighe is a highly agglutinative language and it makes 
Amazighe language morphologically rich with very produc-
tive inflectional and derivational processes, and it differs from 
English or other Indo European languages. Despite the 
achievements made in Amazighe NER research, the task still 
remains challenging due to many issues.  

For example, this language does not have capitalization, 
which is a major feature used by NER systems for European 
languages. Another issue is that the official alphabet for 
Amazighe language in Morocco is “Tifinagh”, which is differ-
ent from Latin Alphabets (a ⴰ; ⴱ b; ⵛ c; ⴷ d). However differ-
ent scripts have been frequently used to write the Amazighe 
language such as Latin and Arabic scripts. 

Another issue is the lack of available Semantic and Linguis-
tic Resources for Amazighe NER, corpora and lexical re-
sources are the two main types of linguistic resources. Among 
other problems, one last example is the lack of standardization 
and spelling variation, the Amazighe text does not respect the 
standard writing convention. For example, the person name 
("ⴱⵏⴽⵉⵔⴰⵏ, bnkiran, Benkiran") can be written as ("ⴱⵏ 
 

1http://www.hcp.ma/Presentation-des-premiers-
resultats-du-RGPH-2014_a1605.html 

ⴽⵉⵔⴰⵏ, Bn Kiran, Ben Kiran"), and the Location name 
("ⴼⴽⵉⵀ ⴱⵏ ⵙⴰⵍⵃ, Fkih Ben Saleh") that can be-written as 
("ⴼⴽⵉⵀ ⴱⵏⵚⴰⵍⵃ, fkihbnsaleh"). 

5 Amazighe Linguistic Resources 
Amazigh is a low-resource language, however with the grow-
ing interest in Amazighe NER research, some efforts has been 
made in creating standardized linguistic resources in order to 
facilitate the development of Amazighe NER systems. This 
section discusses the various resources created. 

5.1 CORPORA 
As mentioned before, the main problem of Amazighe lan-
guage is the lack of publicly available annotated corpora. 
Therefore, some researches have built their own corpora for 
training and testing purposes. 

The last updated version of the Amazighe corpus 
“AMCorp” contains more than 900 news articles published 
online2, that are collected from a broad range of topics (sports, 
economics, news on royal activities of His Majesty King Mo-
hammed VI, and many others), containing news that hap-
pened over a period of 2 years (dated between May 2013 and 
July 2015). The articles are selected in such a way that the data 
set contains different types of information, and that the sys-
tem’s future use will not limited to any particular text type. It 
consists of nearly 170.000 words, after some data cleaning 
operations like deleting non-Amazighe words. This data set is 
manually annotated following the MUC guidelines, ENAMEX 
(Location, Person, and Organization), NUMEX (Numbers, 
Percentage and Money) and TIMEX (dates & times) types.  

5.2 GAZETTEERS 
As far as the corpus is concerned, the gazetteers are also need-
ed in Amazighe NER systems. They are considered one of the 
important Amazighe linguistic resources, a description of the 
Amazighe gazetteers is given below: 

- Person gazetteer: consists of famous person names 
splitted into first name and last name gazetteers in 
order to identify different combinations. It contains 
2533 entries. 

- Location gazetteer: includes different location names 
in Morocco, with names of almost all the countries in 
the world, cities, states, and geo-graphical names 
from different sources. The total of entries is 2318. 

- Organization gazetteer: contains names of important 
organizations such as those of political parties, uni-
versities, agencies and banks. 913 entries have been 
collected. 

- Date/Time gazetteer: includes entities related the 
temporal expressions, such as days and months enti-
ties. The majority of these entities were extracted from 
the IRCAM3 website. This contains 193 entries. 

- Additional gazetteers of numerical expressions in-
cluding numbers (216 entries), money (14 entries) and 
percentage (3 entries) have been created.  

 
2 http://www.mapamazighe.ma 
3 www.ircam.ma 
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- Lists of 468 trigger words have also been created 
manually, which generally provide cues surrounding 
the named entities that would indicate their presence, 
it contains titles like (ⵎⴰⵙⵙ, Mass, Mr) and (ⴱⴰⴱ ⵏ 
ⵜⴰⵜⵜⵓⵢⵜ ⵜⴰⴳⵍⴷⴰⵏⵜ ⴰⴳⵍⴷⵓⵏ ⵎⵓⵍⴰⵢ, bab n 
tattuyt tagldant agldun mulay, His Majesty the King). 

6 Amazighe NER Systems 
In this section we present different Amazighe NER systems. 
They are classified according to the approaches used. But be-
fore, we should mention that all experiments have been done 
using GATE. 

6.1 GATE 
A good number of tools are available for developing and 
evaluating NER systems. We have chosen GATE4 because it’s 
one of the most popular freely available software tools dealing 
with NLP. The tool supports nine languages (English, French, 
German, Italian, Chinese, Arabic, Romanian, Hindi, and Ce-
buano) [11-12]. It provides a framework which the develop-
ment of the rule-based NER systems is easy; the user has the 
ability of implementing grammatical rules as a finite state 
transducer using JAPE, even the machine-learning based sys-
tems can be implemented using GATE. 

6.1 RULE-BASED SYSTEMS 
One of the first research papers in the field was presented by 
Talha and al. [13]. The paper describes an Amazighe rule-
based NER system.  It is able to extract and recognize person 
names, locations, organizations. It relies on a set of 17 gram-
mar rules and 3710 lexical resources. For evaluation, 200 texts 
from AmCorp were selected randomly and manually tagged. 
The overall performance obtained for the various categories: 
person, location, and organization, was an F-measure of 64%, 
40% and 82%.  

As a continuation of the initial attempt, Boulaknadel and al. 
[14] developed an enhanced rule-based Amazighe NER sys-
tem. The system identifies the following NE types: person 
names, locations, organizations, date and numbers. For the 
experiment, the authors used around 289 news, the size of 
gazetteers was 4666 entries. They reported an f-measure of 
83% for person names, 97% for locations, 76% for organiza-
tions, 67% for dates and 95% for numbers.  

Another NER system adopting the rule-based approach for 
recognition and classification of Amazighe named entities is 
presented by Talha and al. [15]. In this research, the authors 
added some gazetteers (5193) and grammar rules (76) to the 
system to increase the performance. They applied the set of 
rules and gazetteers on a corpus containing 430 news. The 
system was able to recognize five classes of named entities. It 
obtained an F-measure of 81.5% for person, 87.75% for loca-
tion, 84% for organization, 80% for date, and 83.5% for num-
bers. 

6.2 MACHINE LEARNING SYSTEMS 
The work of Talha and al. [16] is a new attempt to improve  

4 General Architecture for Text Engineering, 
https://gate.ac.uk/ 

performances of the previous Amazighe NER systems.  
The authors tried to recognize the Amazighe named entities 

using a supervised machine learning approach (using SVM 
[17]) and exploring different sets of features. The features 
include token form, token kind, semantic classes from gazet-
teer lists and named entity type. 

The system is able to identify the following NE types: per-
son, location, organization, and numbers, Date/Time, Money 
and Percentage. The overall system’s performance in terms of 
F-measure was as follows: 81%, 82%, 86%, 88%, 94%, 94 and 
100%, respectively using training set of 800 texts and test set of 
100 texts. 

6.3 HYBRID SYSTEMS 
Recently, Talha and al. [18] proposed a hybrid NER system 
for Amazighe. The rule-based component is a duplication 
of the NERAM system [15]. The ML-based component uses 
the SVM classifier. The feature set used includes the NE tags 
predicted by the rule-based component, contextual features 
and the gazetteers features.  

The system identifies the following types of NEs: person 
names, locations, organizations, dates and numerical expres-
sions. The overall performance obtained for the various cate-
gories using AmCorp was an f-measure of 73%. The experi-
mental results showed that the hybrid Amazighe NER ap-
proach didn’t attempt a very good improvement of results 
compared to the rule-based and the ML-based components 
when they are processed individually, this is due to the mini-
mized feature set used, the lack of POS tagging and morpho-
logical features.  

7     Conclusion 
This paper has presented a brief literature review of the major 
works done regarding the concept of named entity recognition 
for Amazighe language. Amazighe NER works are in pro-
gress, the number of current Amazighe researches is still in-
sufficient compared with the others well-resourced languages 
due to many issues such as the lack of a huge annotated cor-
pora, lack of capitalization, variations in writing style and 
difficult morphology. Our main aim is to provide a key to deal 
in some detail with Amazighe NER research and guides re-
searchers in interesting and fruitful research directions. 
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